Separation of Interactions into types $A$ and $P$

The IntAct database [1] gives interaction types from the Molecular Interaction ontology [2] directly. It contains 23632 interactions of type $A$ and 26611 of type $P$. The Mint database [3] uses the Molecular Interaction interaction detection type ontology, the broad categories of which are biophysical, biochemical, and protein complementation assay. The biochemical techniques give evidence of association (type $A$ interactions), and the biophysical and protein complementation assays give evidence of physical interactions (type $P$). Using this division, there are 13347 $A$ type interactions and 10407 $P$ type interactions. The BioGrid database [4] uses its own evidence types. Those giving evidence of $P$ type interactions are reconstituted complex, PCA, Co-crystal structure and yeast-two-hybrid. Those giving evidence of type $A$ interactions are affinity capture, biochemical activity, co-fractionation, co-purification and Far Western. Details of these experimental types can be found on the BioGrid website, www.thebiogrid.org. There are 35716 $A$ type interactions and 13142 $P$ type interactions. All of the numbers that we report are based on interactions between proteins that each have a SGD reference number (Saccharomyces Genome Database, www.yeastgenome.org, [5]).

Convention for identifying communities at different partitions

To relate the partition at one value of the resolution parameter $\lambda$ to that at another (which is useful for visualisation), we require a convention for labelling communities. Here we use a method based on the overlap of shared nodes [6]. A convention based on links rather than nodes gives nearly identical results. Let the communities in the first partition (which here is that at the highest resolution) be labelled
$K_1, \ldots, K_s$, and those in the next partition be labelled $L_1, \ldots, L_t$. Then for each pair of communities, \{ $K_i, L_j$ \}, we have

$$W_{ij} = \frac{|K_i \cap L_j|}{|K_i \cup L_j|},$$

(1)

where $|B|$ denotes the cardinality (number of elements) of the set $B$. Starting with the largest value of $W_{ij}$, we relabel community $i$ as community $j$. Relabelling proceeds with the next largest $W_{ij}$, as long as community $i$ is not yet relabelled, until all communities have been relabelled. If $s > t$, we introduce a new label.

**Broad classification of protein types**

The protein types considered are all the GO Biological Process terms in the GOslim ontology [7] that are annotated to at least 200 proteins in yeast. They are (numbers of proteins in brackets): 1. DNA metabolic process (357); 2. protein modification process (465); 3. transport (859); 4. response to stress (458); 5. membrane organization (208); 6. RNA metabolic process (715); 7. vesicle-mediated transport (280); 8. response to chemical stimulus (298); 9. cellular lipid metabolic process (204); 10. cellular carbohydrate metabolic process (220) and 11. chromosome organization (338).
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Figure 1: Illustration of the structure of the GO. Terms in each sub-ontology of the GO are related to each other via a directed acyclic graph.
Figure 2: As for Figure 1, but for a) An Erdős-Rényi random network and b) a network with strong community structure. Both networks were designed to be of approximately the same size as the $A$ and $P$ networks (5000 nodes). The probability that two nodes are connected in the random network is the same as for the $A$ network. We generated the network with community structure from code available at http://sites.google.com/site/santofortunato/inthepress2, which is reported in [8]. The parameters that we chose matched the statistics of the $A$ network (average degree of 19, maximum degree of 1182), with additional parameters chosen as suggested default values (the exponent for the degree distribution is 2, the exponent for the community size distribution is 1, and the mixing parameter is 0.2).
Figure 3: **As for Figure 2, but for the P network.** a) The number of communities with changing resolution parameter (solid black curve) b) The number of proteins $p$ in communities of size four or more (solid black curve). We also show the numbers of communities and the number of proteins in such communities judged to be functionally homogeneous according to the GO similarity measure (green curves), the MIPS measure (dot-dashed blue curves) and the correlated growth similarity measure (dashed red curves). The curves are similar to the A network, and they show a similar proportion of proteins in functionally homogeneous communities. One difference is that there are more proteins in functionally homogeneous communities at a lower value of $\log(\lambda)$ than for the A network.
Figure 4: The agreement in assessment of functional homogeneity between pairs of similarity measures. For a) the A network and b) the P network, the fraction, \( f \), of communities that are either both judged as functionally homogeneous or both not judged as functionally homogeneous under the \( G \) and \( C \) measures (black curve), the \( G \) and \( M \) measures (dark green dashed curve), and the \( M \) and \( C \) measures (red dot-dashed curve). The large degree of overlap between the measures derived from ontologies (\( G \) and \( M \)) with the measure derived from a single large scale experiment (\( C \)) gives us confidence in our ontology derived measures.
Figure 5: The fraction of proteins of different types in functionally homogeneous communities as judged under the GO similarity measure. The fraction, $f$, of proteins of particular types that are in functionally homogeneous communities in a) the $A$ network and b) the $P$ network, with changing resolution parameter. Some protein types are consistently more likely to be found in functionally homogeneous communities through changing resolution parameter. For example, proteins involved in chromosome organisation are much more likely to be in functionally homogeneous communities than proteins involved in metabolism. There are also some features that suggest ‘good’ resolutions for particular processes. The same patterns as for the $A$ network hold for which types of protein tend to be classified in functionally homogeneous communities (see main text), but there do not appear to be any clear differences between protein types at varying resolutions in the $P$ network, though some types have clearer peaks than others.
Figure 6: Further examples as per Figure 5. These figures display the same information as Figure 5, but for the proteins a) YAL002W, b) YAL011W, c) YAL016W, and d) YAL021C. We show the size (solid blue curve), mean clustering coefficient (dot-dashed black curve), mean z-score under the GO measure (solid green curve), and correlated growth measure (dashed red curve) with changing resolution for the A network (top) and P network (bottom). Gaps appear whenever the protein is assigned to a community of size three proteins or less. We give the names of proteins in several example communities, chosen as motivated by these figures, in Additional File 2.
Figure 7: As for Figure 6, but for the $P$ network. The Receiver Operating Characteristic (ROC) curve for using mean clustering coefficient as a predictor of functional homogeneity using the GO measure (solid green curve), MIPS measure (dot-dashed blue curve), and correlated growth measure (dashed red curve). We plot the false positive rate (FPR) versus the true positive rate (TPR). A random classifier would give the solid black line. As for the $A$ network, we achieve the best predictive ability using the GO measure and the worst for the MIPS measure. The AUCs for the $P$ network are in general lower than those for the $A$ network (see Table 4).